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3 IR MALE

S Hadoop #10 MIKE, FHEAERES Hadoop il {5 A EAL 22480 75 (P,

3.1 RiEIEE

TE22 B & 7, F5ehifR Hadoop FYREE CL7E S Il & 1 IERL SR,
WSR2 MR Hadoop #&MRE. SCRIAVARA T2 H

Hadoop 2.2.x/2.6.x/2.7.x/2.8.x/2.9.x/3.0.x/3.1.X/3.2.X

CDH 6.0/6.1/6.2/6.3

 FusionInsight HD V100R002C50/V100R002C60/V100R002C70/V100R002C80
475 MRS(Hadoop) 3.3.1

3.2 Al

MR ZAAE Linux, SCRMESCRMIAI 2 QB S, R ELR LT

1. fEZZdE: M XF5H curl 8 wget M 7E Linux EHIZ2ERIE,
2. AHhzde: 2% (R EM) AR Z 2T,

3.2.1 Apache Hadoop

%% Hadoop &1 A B i 75 272 A B 4122 %% Hadoop 21T,
« f#/E Hadoop BTN R £k :

£$ sudo tar -axf hadoop-2.10.0.tar.xz -C <dir>

figl kB hadoop-2.10.0
* 2245 Open]DK:

{$ sudo tar -axf Ubuntu20.04-OpenJDK11-AMD64.tar.gz

ek H% 4 openjdk11l HFEZE %4 openjdk-11-jre-headless ¥ R[IA]

£$ sudo dpkg -i openjdkll/*.deb

FTE: jre B9 H FASIRARYELIRI) 246N, BIALE /usx/1ib/jvm/ HET

« FHLALE Hadoop &/ 1Uil, 7T config BLEIMRD &, DAE4EEME/S H ‘/opt/hadoopclient’
i,

$ /etc/init.d/dbackup3-agent config hadoop
$ Configure Huawei MRS? [y/N] n
$ Please input JRE home []: /usr/lib/jvm/java-8-openjdk-amd64
$ Please input Hadoop home []:/opt/hadoopclient/hadoop-2.10.0
$ Configure Hive? [y/N] n
(CaN)
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(% E5)
$ Restarting dbackup3-agent (via systemctl): [ OK 1]
$ [ ok ] Restarting dbackup3-agent (via systemctl): dbackup3-agent.service.

3.2.2 FusionInsight Manager #5053

MRS 8% P2 A T FusionInsight Manager (RSZE#R MRS) B&NIREG 477 Ffr 75 PR 56 22 & SAH AR
1£ MRS 8.3.1 hRA DA NiEIE Fah /5 e, £ MRS 8.3.1 ivA M DL ERRAR, SZHHafE B shilE,

3.2.2.1 MRS RAKT 8.3.1

MRS AL T 8.3.1 I, HEEF3NTE Hadoop & RHRIHAY AL 224 MRS &R i,

#1¥: T MRS IRRIFEAPERIE, — MRS %0 HAEXN M — MRS 8, RN FERFEZ ™ MRS
RE, WM ARYEEAART SR E 2 MRS & im i CH, DABAAR S S EERENS (E % T M.

o WERT: 28 NTP (AT R MRS SRER SN H,

[$ yum install ntp ntpdate

o Gl MRS & F i H 3k T hosts FIAAE] /etc/hosts,

o K MRS &8 /etc/ntp. conf XHNEFE UG INE% F i) /etc/ntp. conf ST,

* }& MRS &8 /etc/ntp/ntpkeys #UF| /etc/ntp/ HE R, (G5 MRS £#£1 NTP k%5 ntpkeys
XHHITIZS R, ESNATEOE A

o H/g NTP R&5 i LidEsA24, )5 Chrony AR5,

$ systemctl restart ntpd
$ systemctl start chronyd

ffEE MRS % Fmaf TR B2 :

$ tar -axf FusionInsight_Cluster_1_Services_Client.tar -C <dir>
$ tar -axf FusionInsight_Cluster_1_Services_ClientConfig.tar -C <dir>

fi@l 535 FusionInsight_Cluster_1_Services_ClientConfig,
+ j# A FusionInsight_Cluster_1_Services_ClientConfig %% MRS % ', 225120 ‘Jopt/hadoopclient’,

$ cd <dir>/FusionInsight_Cluster_1_Services_ClientConfig
$ mkdir -p /opt/hadoopclient
$ ./install.sh /opt/hadoopclient

3.2.2.2 MRS A% Tk T 8.3.1

MRS fiRAKRT BT 8.3.1 I, MRS EXFRHae HahifE % i, BAEESEWTAA;

6 3. RPN E
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xF

Fusioninsight Manager

AR : 8.3.1
EBF{5#: support@huawei.com
gLk : hitp://www.huawei.com

WAXATA © = ARARMAE)2024 t+EFAHNER

TRENE M )

TFEMRS_dingiia WX... % FL%, $HNEFEOETHERS
mERRE RERE Xt
EEFALER (®) x86_64 aarch64

«EETHGE: O ESESEE O WER| © @ZRTs

* WHEINITERE | Aimp/Fusioninsight-Client-Remote! | @

* Fque | 10 . 20 . 23 . 223 |

* EHERO | 3322 |

* BREPEH | oot |

* BRAL @ @pg O SSHEE O RE

% BREFED: | dingjia & |

L EEEIFES: (OF @8

* B R | /opthadoopclient | @)

3.2. i P
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« FHALE Hadoop & Umi, 7T config Al BIMEL &, DIR4EHMEE/S 5 ‘Jopt/hadoopclient’” Jy
il

s N

$ /etc/init.d/dbackup3-agent config hadoop

$ Configure Huawei MRS? [y/N] vy

$ Please input Huawei MRS home []: /opt/hadoopclient/

$ Huawei MRS JRE_HOME: /opt/hadoopclient/JDK/jdk1l.8.0_402
$

$

$

$

Huawei MRS HADOOP_HOME: /opt/hadoopclient/HDFS/hadoop

Huawei MRS HIVE_HOME: /opt/hadoopclient/Hive/Beeline

Restarting dbackup3-agent (via systemctl): [ OK 1]

[ ok ] Restarting dbackup3-agent (via systemctl): dbackup3-agent.service.

FEL LA RER A BRUN T -

kel

CFESEERA, A (BEIR), HEA [BEIR] ol

TR, S [LFRBR] 14249, A [ﬁ Sjei) Rl e
OEEERS] &4 “Linux”, [EREEIH] &£ “Hadoop”s

= w N e

ik (D aREAEAE Linux B2 S B ahER M Emy 2Rt Fank UkReietil. (2)
GnIRA)E [N SSLAHIA) LI, RFHESBMIERSEHIR, HiRmlk, BPRIgERSaTYE, W
HRNITRHA PRI YN DOERER SRS T,

<

- EFREA curl 5 wget, s (M) 4424, Eﬁ;”*ﬂtﬁx\o
. {H root ¥5% Linux A, 7ETHIAILIRING 22 <, I TR 225, 0:

[=p]

curl "http://IP:80/d2/update/script?modules=hadoop&ignore_ssl_error=&access_
—key=7dc57757b7e675f2ec54951801f90ac70&rm=&tool=curl" | sh

7. FRFETER,

8 3. RPN E



4 FREAPE VAT WERA 53 ALY

B 2L E, R E (] T, FIRHP S MBI T E&NIKEZH, T2
TEM &AM B, #0E Hadoop & VFAIE, AP,

BB

1. fERHE, s (], AR,
2. fEENIIERA, k3] Hadoop_Proxy FT{ERIENL, mdiEHIA (M) 424, 23l (BEE] @, Sdi GR
%]
3. 1 [Bu®] mimisd (R%R) 5, =3t (RE) @r, RE TR, EBEEmMLs, e Ekmestf,
P4, Sdi [R5,
o AR AT EESORE EHAATR,
o BUREMZE: RO - T EESImEImLs,
o EEMZGH O REIZ VR EIES HEIRIIM LR L O IP #iht, SZRF IPv4/IPv6,
« P4 #ZRuzsiRsA AP 4H,

/i
1. HPR “UPrlIERR”, WA EE Rl ik,
2. HRMIREER S, BICTATA el @ss, BHA GitEFm). EREE] 1 GEERA],
DU DR EREL, BRIES% CEMEH P 1EM) TS ARRET,
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S HIMAIELE Hadoop HRE

5.1 % Hadoop %5

1. fERsRsd, sl (BEIR), MEATRUE, Rtk LA “+” I Hadoop SRR TR,

2. Ui Hadoop &EEFIN SR A Simple #1 Kerberos PRAFEIETT 2, WSRFREE NN Hadoop SN RACE
7 Kerberos INUEARSS, AR GSINEERERN T3 5% £% Kerberos 3IE A RGN, WRIEEECE Kerberos IAIE
AR S5 B FE 5 BRIA Y Simple 353E 77 XBIR], FEMTIEZE N AR “+” BRKY EBEHS 29 NameNode 7

M (HA),
(1) fi)# Hadoop %#E
{3 #bn Hadoop #E#
=L Hadoop
ZhEN &) Hadoop_Proxy v

AT iRErAEL R AS RS a9 E
#l.

v 0 NameNode

£ 192.168.xx.xx @
SSL O®
REST APl i[O 50070
RPC APl ¥ 8020
RF hadoop @

o R BIE EIEBR,

o FHLl: i A NameNode 7 s FTTERIEN IP Bl FENF. GNRELE Kerberos IANIER Principal i H F4144 3
170, ANAIXFERFEET B4, I HAIGRATERLEEH hosts SUHMEEARANZ FEHLAY 1P S AT Y
A4 BT

o ZRERE: [ SSL ZRER, ZIETFE Hadoop S£HACE S H HTTPS RS A REMH, SNATEL
EIZIET,

« RPC API Ui [11: BRI 8020, 1SR AR BEAD B > H b 1790 2, 1% 3% T 75 B ARE SC bR AT I8, AT fE
Hadoop fl#%5 core-site.xml XHFEHEE S fs.defaultFs BLEMH O, BABLERAERIAM I,

« REST API Ui [1: HTTP BRIAZN 50070, HTTPS BRIAN 50470, 4015 £E#FAC B O Hfth i 11 A8 2 1% e I 7

11
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PR A8 S B AT B2k, ] 1F Hadoop RS hdfs-site.xml X B &% S % dfs.namenode.
http(s)-address BLEMIHE, %A EERIHERINGG T,

« FiF': HDFS XHHRSGFTEH T, B Kerberos AIE, FEIHEEINIER keytab B ¥ Principal B,
U test@HADOOP.COM, HEiHE test,

(2) Simple HHE7 50

SEUEA I Simple v

| Choose File | No file chosen

| Choose File | No file chosen

o BUF7F: BRINIESE Simple,
+ core-site.xml SXff: BEHERN core-site. xml S¢fF, i Simple $AE 75 20A] AR _EF%,
+ hdfs-site.xml St HEERH hdfs-site.xml S¢fF, i Simple iE /730 A] AAH _EA&,

(3) Kerberos ¥iF 757k

12 5. EMANENS Hadoop 5
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BpPF test @

BUEA I Kerberos -

Realm =& ¥5 HADOOP.COM

Realm KDC [R& master:88 @
2
Realm EIEREEE master:88 @
RPC API Principal test@HADOOP.COM
REST API test@HADOOP.COM
Principal
UDP Preference 1 @
Limnit
krbS.kevtab 3 | Choose File |test.ke3.rtab
%

| Choose File |c0re-site.xm|

St

| Choose File | hdfs-site.xml

I

RuE77: 1%$#E Kerberos,

Realm ##%: AlE Kerberos Q7Y Realm 4 F75.

Realm KDC fli%5#%: Realm KDC AiR55#s IP BiFEN 4, ERIAUG 0 88, {8 FHARBAIANG T IN 7S Ui 15 B
Realm EHiflR55#5: Realm EHIARSS &% [P 8l F N4, ERINUGIIY: 88, HAHARBAIANG N 7FRHEE Ui 115 R
RPC API Principal: #i A RPC API Principal %5, AJ{E keytab XXfFHh#& i, 1 klist -k -t test.

keytab,
» REST API Principal: #i A\ REST API Principal 4#R. AIfE keytab XfFH# ), 41: klist -k -t test.
keytab,

5.1. % Hadoop %1 13
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 UDP Preference Limit: 5 UDP f£ftuim KME, BOAMER 1, HEIRCARTI%ER A TCP #1T&H,
MHRHE KDC RS /etc/krb5. conf FRIYSE I TIREL,

o krb5.keytab S¢ff: IREX keytab SO E G Hil21575 Al a6 & P B E L2 E,

« core-site.xml Xff: FAEHEEE core-site.xml 2, f#if] Kerberos J&IiF /5 R4 F%,

o hdfs-site.xml xf4: FIEERA) hdfs-site.xml 2, f#iF Kerberos i 75 s 1%,

5.2 #i% Hadoop

1. #f1 Hadoop #RRYIE, £#it [Hadoop WFAIIE) BUGE O, s (WIS #45,
2. Wih)E, s Hadoop ¥R (#2M0] 441, HATHRAL
3. 1£ [(#Z#M] %1, "X Hadoop BEIRMEATHZANA F #:1E,
s P4 SBOx%IRG P 4H,
o ORI PHRIENRZ IR IR CIE N TR E SR E IR bR, PRAFEE BBERIZIRC,

7
1. FHOR “UFANERR”, T RIS A5 B 5 i Al ik,
2. HORMMNERSERAEDTE, WEENIP, W, RIESRESE, AP UEdsd (8] Je
AN Hadoop SEEHEM,

14 5. EMANENS Hadoop 5



6 &b

6.1 #irIoHl

#5 Hadoop &R iteeatr. WREFMMNMEIISEMEE, FRitzsh, 424t Hadoop MImatr
KA S

« ERED

&1 Hadoop HREXfF, MR PERRIATE B 2T — Do 2 L

- HERD

WEsENETEeshtlE, &hh-Rk&hs (WE2R&h, WMESM), FraEZErsft,

« AN

BRGRFEMELZEEED, EEBUIOME RN, BEIGHEEN, Efresir5hsH &0 a mRE—

e, LR PHReEnEIA, GREDEERTR&RERMERE, ErTP0EE “RINRE" BRI SRS H
Pl JCTR AN ERFE DU o RSN 17 2

6.2 #F{rRMgE

e ft 7 M tnitkl, 2R —ke Fa BN, BR. 8E. 81,

o S2B0: PR ARSI T.

o —IR: AR E I RIAIT— I,

« T MR AIEE A T RS EAIT,

o BN PEMERERAE I E A [RIVE R DAREE B/ N 0 IR R B R DB T
o R R DURIE B RELRIRRAE R E N T 181 T,

o B ML DAREE BY R ERIRAE R E N TR R 1B T,

« 8H: MELAERE A RN ES BT,

N P RYSEPRIE I TR, R E SRR RS, I8, R P A O SR

1. Ee&0: BAENAVIRER/ NI E (BIEAR) BT —kEe&h, DS RZEDH — D rikER
I R] 5o

2. WEwE: BREVSMED (BURR 02:00) AT —RIEGERD, AIDAELFHIT & F IS AR i (A,
TRIERREDH — DA RE R R R

A REH SR GRS, MR ER DU &0 o
GRED: BRT A&, RIERRA N AIKE FI

15
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6.3 1462 Hij

& KE Hadoop ZAll, FRIRIECIEMAN M EfE:
1. &7kt
(1) fEdgERpssd, mdi (#ifih], EA [efit] oim,

(2) ERRXZEGFEFEL, MRKH, H2%5 (BHENER) NEEFHENRET, Q27 EhIF
R RTER A,

i ARSI RINEEOR AR 2%, A e AR 45
(1) EFEHIEWER “Hadoop A", “Hadoop RIAEEL" RIEIFA],
(2) EFREARFEMABIRKA S “fEiEth” A00E “SerFapith” FHumer4aiH P T DA R SCFE Rkt

6.4 QIR DTE

1R, il Ofr), A (] o,
2. f£ [FHUMBEIH] DUmE, %E# Hadoop EHUFISLHI, HhEkE [F—¥H1,

3. 178 [y NE] mam, w1 (@R, aiEmBainrstr, sd (%]

A TE2EHN ¥

EMAETE = 8 Hadoop
B ® HDFS
=R-1=F

H M & test

(] i filel.txt

[ £l file2.txt
B O & test1
H O & test_2

(1) [hRR) dEEesn, WRENEaREN,

& T ESED, (BhNE] PERAGEERSESME NN, TR IGESH RS,

(2) sidi + AJDURIFSCIER,  A)idees o i S AFssF R,
(3) WIRELIE (M%) Fe SRSk, Al (sl 7R Odagas), 25t Odug
] E.

o BOMBOUTZEHHERRIZI, QRZEM (SO hHEPRELE B orescf:, nT A2 HERR SIEREI 4

H SRE& A RIS 4,
o QUREMHERR AT B SRANSC A A R B RS B SRRSO, AT DUE R & BB AE I i A\ H SRR A IS A
Fio

16 6. #fn
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2. 1£H

EBR A /test,

B1E: B, HHFR /test 1 /data, 7F /test HEEE N M. BHDXHE . txt,
.dat, FHEMIEA /data fl /test FHIFTE . txt X
1. HEE (BNE] i /test Ml /data, REFTIF GLIER] &,

3. EREEEIEMEIFRA * . txt,
4. FEERREE /data PATEBIENXEE /test THY . txt X

A X2

X T IEBCRT * A IE2SHIERH, (BRIAELE DA N E5# B skoeft 1% 2] HDFS:
root@ubuntu:/# tree /backup/
/backup/
L— test
— group_1
| L— sub_group
| — filel.dat
| L— filel.txt
F— group_
| L= sub _group
| — file2.dat
| L— file2.txt
L— no_group
1 ISR AT
HERR wHE R
/backup/* /backup/test/group_*  #f7 group_1 1 group_2 HEKEME T H I,
/*
/backup/* *txt A DAtxt g5 RS HEL S no_group H %,
*txt IR EE R txt 45 RIS AN R B 5

4. 1£ [&PrBEM] v,

ERE—DED IR E, Sdi [F—5%],

ik WESNH [EiHR] P&, ATIeln [EhER] 5 (@HWeE] PRPESIEEE &

(GEEICT

5. £ (& fritRI] vim, DIt
TENL AT,

o R
. R
. JEE
. IR

“l‘ZEI]”,

7, RBEELAITTRR L,

“?ijj”,
“/J\HTJ‘”,

R TEJ R, BRIz NN B B

o
. JEFE

H .
Jpries

“357!’
“}a”’

“U5H”,

B, Z2EENEK, &di (F—$).
VeI 5 AT F3 R s R LA T,
EIFIARIN FIZE RN E], AT HEMEL— RN PUTRIN EEE, AR TR

REEATHAR A, FAELPITRIR RIFE, SBAChK,
LEIEEITAI R, B AL PATHIR RIRIRE, SAAOhfE, FEs— AN ARITHY

BB RITHAR A, ERIEHITIIR 03, B ARBERH, iR H .
6. £ [FMikm] vim, MEFRZRERMIE

WA mMRIEI, ZH5E Mg, &di [(F—$] .

6.4. QIR
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&4

BIEE

R @

iR

1

(3B 1~255)

7. 1 GEk] oim, W& (elkd], FeEEERRGHR, sd %),

8. R, BaBEEIEL T, ZEn] DO T A

6.5 Ok

%5 9 Hadoop fefit DA N &5 I :

o FRLEIT

K 20w H IR

B MERAEE R,

ke fik BRI 5
4 BRI P
RS AR R A,
RV SRR, TR R,
YO ORI R, SR R,
B TH R IRT {78 6 0. ERECIRIA N 1, JERETGIE 1255, | (X554 6 40 24
R, B,
— BRI CPU BLB— B, B CPU B M2 TR AR
L,
B TR TATIET Hadoop B, BRATIFAL, (et MRE
B e R A6 S
QA R 45 )
B (),
BRI A 14 46 ) 22
B 4RI B 3 1
BRI,
G R B HDES FATE IS, NIEHE—RERERRE | (eeath it
FHERIT &G, ETERTTR (PR SR, BRI ()3
EHTTE AT RS A RS SR, SRR, AR | 4 0 E AR R 77
FERTIIEATAM, (UGS BB SR 17 MRS 0 JEFEIRSS | it LA A
SHEEINS, 4 Y HURSEAE MR 1E IS o8, PRI, JO@GR (e | BULDL,
ST STHARSRT (IR Gk E) WAERBEMIO 5T
VIR, T B U Y SR R ) A D RO 3R A
RIS SR,
© BT
18 6. &M
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* 3 FEPOE

YikE ik RR il 5 B

WLk BRI R X 1~60, By oreh, TERERRINMZE R A 55 E MG
REZHEAT

Wi SRR REW SRR AN, BAK 10 MiB, ARG DXCRHFESE
ZYENLE, BESE-ETR TIIREM X A7 R siE K
Ao

BIR Al e a2 A] 53 i B BRI i . BAA0h KiB/s, MiB/s 8% GiB/s,

BR il 5 0 Jk A o3I BRI AL Sk, By h KiB/s. MiB/s B¢ GiB/s.

AT EZIF PENVIFARRTIA M, A0 B SR N fh T, PR AR
ZIRIRESo

A /5 B RA AT B IATECEN GG R T & ar R, 5 B RAE ST
(BRI iR

6.5. Pk

19
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FONARFIT R, Wt At Hadoop MIRE 77K, E4E:
o A RRE

=i Hadoop HISCHARESCAF B R, AT OB AR 2 DI EER: Hadoop TRE 2H57E RIS [A] 5UIRZS, Hadoop
ISR A SR AN SRS, AT ARSI 8 B e SRR

* RIS

Rt 18k 55 a5+ H Hadoop # o8&l id ##07 SUSLBPIEK S, Hadoop B KE BA TR IR R, BEIRTH
FED. TR A DA N PR S A O SR A T PSS A

. THZR

g/, SR, A, SAMETR, SZF Hadoop HIEHT 7 86 A I IR & AN H M2 5 Tl
KA,

7.1 FFUG . Z R

QNSREWRE Hadoop EHM N, FHieEZTENENBIHRSTEMN Hadoop IR, BUSVFAIIE, JRRXIFEL
Hadoop BS{R#ZAEGS 1 Al szl 6 o

7.2 QR LRI E L

O AU AR NL AP BRANR -

1. R, g KR, A [KE] 5,
2. 78 [(FHUMIBEIR] UUmM, %4 Hadoop FTTEEHUMISER, BahBkE [F—#],
3. 7 [wtofR] vimH, SeRiblNEfE:

21
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frfiith iRt + Q

BMERTASIHFLBIFEIRE,

s =8 Bt i8] e b

BERE =l £8 Hadoop
B 9 EiHE
B & Hadoop 2 &#{EL
(& 2023-07-17 14:36:52
2@ ensx#
BE8/
B & & test
[ =l filel.txt
] Elfile2.txt

(1) [rfifit] BOMEFRR SR BRI E, rNERERC LS MRF T, I HITR
A = AT,

(2) [PREFARL]) el ik
(3) £ (RENE] FIk, IEFRERE R0 HEN .
(4) e XF]. BOAMKE SR IIFTASCE, Wl AFgl B/ aE” JERIRE R

i AEWRE A SRR A AR U AT LAN-free thag 8R0SO, AT DO IR LN [R] s PR R
R,

4. 15 (REHEFR] T, SFHRERANESEN. B3k (F—F],

#1E: anRIER: Hadoop B¢ obs ENUMISLHI, 7E/ELREIETTR M & ER (SO BT TE

o

5. 78 (MREIHRI) oami, s “SzBR7. “—k” w3 “F3h7, Kb (=%
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